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Abstract. The global energy demand is rising, driven by population growth, economic development, and industrialization. Shifting towards renewable 
energy, like solar energy, is gaining momentum worldwide because of ecological concerns and resource depletion. This paper aims to utilize Artificial 
Neural Networks (ANNs) and multiple linear regression (MLR) modeling techniques to evaluate the productivity of 11 MW photovoltaic (PV) solar 
power plant currently operational in Jordan. The case study reveals that both models can be used to predict the daily, monthly, and yearly average 
power produced and system efficiency with reasonable accuracy. The ANN model exhibited promising results, where the best value for the coefficient 
of determination (R2) and mean absolute percentage error (MAPE) for training were 95.85% and 0.59%, respectively. However, R2 was 93.7%, and 
MAPE was 1.27% for validation tests. All these results were achieved using a 7-6-1 model, with a sample ratio of 1:1 for the data allocated in training 
and validation. When using multiple linear regression, the R2 and standard error values were 93.42% and 0.17%. On the other hand, the results showed 
that the yearly output power for actual and predicted by both models over the year was 24,399 MWh, 24,538 MWh, and 24,401 MWh, respectively. 
This research showed valuable results in the monthly output power for solar cells at the Anwaralardh PV power system project, contributing to a 
better understanding of solar energy generation in arid desert climates and emphasizing the potential of solar power plants to play a crucial role in 
achieving SDG 7 objectives. 
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1. Introduction 

In recent decades, the world has witnessed a substantial surge 
in energy demand, propelled by population growth, economic 
expansion, shifts in lifestyle, globalization, modernization, and 
technological progress. In the past, electricity was heavily 
generated using fossil fuels such as oil, gas, and coal. These 
finite sources are depleted with time and cause environmental 
challenges (Adaramola et al., 2014; Shafiee and Topal, 2009). 
Renewable energy sources have become a favorable alternative 
to traditional ones with reduced environmental and global 
warming challenges (Erten et al., 2022; Ali et al., 2019). The 
global movement towards renewable energy is gaining 
momentum, driven by growing ecological concerns, including 
global warming and air pollution (Erten et al., 2022). Hence, 
choosing renewable energy, such as solar energy, is more 
favorable for mitigating the impacts of concerns.  
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The power produced from solar energy using photovoltaic 
systems has proven its practicality and usefulness worldwide. 
The new installation of power generation plants is evolving 
worldwide (Ahmed et al., 2020; Alshafeey and Csaba, 2019; 
Devaraj et al., 2021). For example, it increased exponentially 
from 15 GW in 2010 to about 250 GW in 2022, an increase of 
more than 16 folds in just 12 years (Wikipedia, 2023). The power 
production from PV systems depends on environmental and 
operational conditions, geographical location, and system 
design and configuration. Energy production strongly depends 
on the solar modules' irradiance (Antonanzas et al., 2016; 
Keddouda et al., 2023). Meteorological and environmental 
parameters, such as weather condition variations, dust, shading, 
and temperature, can disturb the received irradiance 
(Antonanzas et al., 2016, Nespoli et al., 2018; Keddouda et al., 
2023). Wind speed can affect the heat transfer from the modules 
and, hence, their overall efficiency. This imposed variability on 
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the energy generation from these systems represents a 
challenge in the integrated electricity network. Precise 
predictions enable grid operators to accommodate changes 
more efficiently (Nespoli et al., 2018).  

Modeling power generation from PV systems makes it 
necessary to consider the various variables affecting system 
performance and provide reasonable estimates (Ahmed et al., 
2020; Devaraj et al., 2021). An accurate assessment of PV power 
generation is crucial for optimizing the economic efficiency of 
the power system and contributes to the stability and reliability 
of the electric grid (Li et al., 2020; Natsheh and Samara, 2019). 
Predicting PV power generation can also reduce operational 
costs and improve electricity markets (Tsai et al., 2023). It helps 
identify the urban form for effective PV systems deployment 
(Poon and Kaempf, 2019; Cavalcante et al., 2021). Finally, 
forecasting PV power generation improves the safety and 
stability of the power system, especially during extreme weather 
conditions (Fu et al., 2023). 

Among several modeling techniques, Artificial Neural 
Network (ANN) is a valuable tool that ensures the highest 
accuracy when predicting PV power system performance 
(Mellit and Pavan, 2010; Kalogirou, 2007; Elsheikh et al., 2019; 
Leva et al., 2017). ANNs can model nonlinear relationships 
between input and output parameters with substantial datasets 
(Tu, 1996, Shehab et al., 2022; Kumar et al., 2016; Loutfi et al., 
2017). Through training, ANNs can learn from data and adapt 
to changing environments, making them suitable for handling 
complex problems that are difficult to solve using traditional 
methods (Ahmad et al 2022). However, ANN is usually 
considered the "black box" and it is difficult to comprehend their 
results (Koeppe et al., 2021). Another popular statistical 
approach in modeling PV power generation is the multiple 
linear regression (MLR) model (EL-AAL et al., 2023; Yadav et al., 
2022; Thombare et al., 2022; Limouni et al 2022). In comparison 
with ANN, the MLR model is relatively simple and easy to 
implement. With the help of statistical tests, MLR can reveal 
which parameters most affect the output. 

The primary objective of the study is to investigate the 
efficiency of the PV solar power system at the Anwaralardh 
Solar Energy Generation Company, Jordan, in 2021. Two 
models are employed to predict the system performance under 
varying operating and environmental conditions. Ambient 
temperature, cell temperature, horizontal and inclined 
irradiations, wind speed, and reference yield are monitored, and 
their effect on energy produced is estimated. Considering these 
factors and applying advanced modeling tools can make 
reasonably accurate predictions of the PV system's power 
generation. Besides, the practical implication of the current 
study is that by monitoring and considering these factors and 
applying advanced modeling tools, it is possible to make 
reasonably accurate predictions of a PV solar power system's 
energy production. This knowledge is valuable in optimizing the 

performance of PV solar systems, leading to more efficient 
energy generation and management for solar generation power 
plants, which aligns with the United Nation's (UN's) sustainable 
development goals, particularly in SDG 7, Affordable and clean 
energy.  

2. Methodology 

Jordan is located in the Middle East, with abundant solar 
resources. The country is poor in its traditional energy 
resources. Due to growing energy demands and plans to reduce 
greenhouse gas emissions and minimize dependence on fossil 
fuels (Kartikasari et al., 2023), Jordan is expanding its renewable 
energy production sector in general and solar energy in 
particular (Al Naimat and Liang, 2023; Albaali et al., 2022; 
Kartikasari et al., 2023). Ma'an province is rich in its solar and 
wind energy resources. This study collected data from a solar 
farm belonging to 'Anwaralardh Solar Energy Generation 
Company' in Ma'an Solar Power Park, Jordan, with coordinates 
30.152N and 35.814E, as shown in Figure 1. The location has an 
altitude of 1000 m, and the area is described as an arid to 
semiarid climate with relatively hot summers and mild winters. 
The site is suitable for PV power generation because of its 
abundant sunlight throughout the year, about 350 W/m2. The 
average yearly meteorological and environmental parameters 
are shown in Table 1. In the scope of this study, the following 
data was collected from the project, as illustrated in Figure 2, 

including ambient temperature (Ta), cell temperature during 
daylight (Tc), horizontal irradiation (Gh), inclined 
irradiation (Gi), wind speed (WS),  and reference yield (Yf), 
and energy produced. Daily averaged data was collected for an 
entire year from 1 January 2021 to 31 December 2021. The 
nominal production capacity is estimated at 10.5 MW from 
thirty-six thousand solar modules equipped with a sun-tracking 
system. The rated maximum power of the module is 305 W. 
Module specifications used in this location are summarized in 
Table 2. 

2.1 Data Calculations 

In this study, the values of daily PV energy efficiency (η) are 
calculated by Equation (1) (Abdallah et al., 2004). 

𝜂 =
𝐸

𝐴×𝐻
             (1)  

 

   
View A View B View C 

Fig 1.  Aerial views of Anwaralardh Solar Energy Generation Company Site in Ma'an – Jordan (Anwaralardh 2023). 

 

 

Table 1  
Average yearly values for environmental factors. 

Environment parameter Value 

Environment temperature (°C) 18.1 
Incline irradiation (W/m2) 350  

Accumulated incline irradiation (kWh/m2) 17.1 
Wind speed (m/s) 3.4 
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where A is the area of the modules in m2, and E is the total 
energy produced by PV cells per day in (kWh/day). H is the 
total daily irradiation impinging PV surface in (kWh/(m2 day)). 
When measured total energy (Em) is used, a measured efficiency 
(ηm) is calculated. However, when the predicted total energy (Ep) 
is used, a predicted efficiency (ηp) is estimated. 

The monthly energy produced (Et) is calculated by 
summing the energy produced per day based on Equation (1) 
over a month period. Or as defined in Equation (2): 

𝐸𝑡 = ∑ 𝐻 × 𝐴 × 𝜂
𝑝𝑚𝑜𝑛𝑡ℎ     (2) 

Each hidden neuron in the network needs a specific input term, 
nj. This term is created from a set of connection links called 
synapses. The network calculates the product of the weights 
and their respective inputs (P), and this is summed for each 
neuron by adding an offset value (b), also known as bias. The 
simplified expression for this process is represented as Equation 
(3) (Reyes-Téllez et al., 2020): 

𝑛𝑗 = 𝑊𝑖(𝑗,1) . 𝑃(1) + 𝑊𝑖(𝑗,2) . 𝑃2 + … . + 𝑊𝑖(𝑗,𝑟)  . 𝑃𝑟 + 𝑏(1,𝑗)  (3) 

where Wi represents the coefficients of the connection weights 
between the input layer and hidden layer, P is the input 
variables, j is the number of neurons in the hidden layer, r is the 
number of input neurons, and b is the bias corresponding to 
each neuron in the hidden layer. 

The weights and bias values are updated with minimal 
adjustments in the backpropagation process. In each iteration, 
small changes are made to the weight gradients. The sigmoid 
function is illustrated in Equation (4) (Rasamoelina et al., 2020; 
Rajput et al., 2021; Baccelli et al., 2020): 

σ(x) = 
𝟏

𝟏+𝒆
−𝒏𝒋     (4) 

The declination angle (δ), also known as solar declination, varies 
between -23.45° and 23.45° during the year and can be 
calculated by using Equation (5) (Duffie et al., 2020): 

δ = 23.45° * 𝐬𝐢𝐧(
𝟑𝟔𝟎∗(𝟐𝟖𝟒+𝒅)

𝟑𝟔𝟓
)   (5) 

Here, d represents the day number in the year. 

3. Modeling of PV Energy Production 

Modeling photovoltaic (PV) energy production involves 
predicting the amount of electricity generated by a solar PV 
system based on various operating factors. There are assorted 
approaches to modeling the produced energy, ranging from 
physical models, such as PV cell models, to statistical and 
machine learning models. Where the former models focus on 
the physics and performance of the cells, the latter use statistical 
regression and machine learning that can capture the complex 
nature of the system and the dynamic performance of 
monitored output. The current study investigates two models 
based on artificial neural networks and multiple linear 
regression. 

3.1 Artificial Neural Network (ANN) Model 

ANN is a computational model based on the way biological 
neurons interact in the human brain. It is a subset of machine 
learning algorithms and is particularly powerful for tasks 
incorporating complex relationships with relatively large 
parameters, such as pattern recognition, classification, 
regression, and other complex data modeling tasks. In ANN 
models, the architecture is crucial as the number of layers, 
neurons in each layer, and the activation functions are assigned. 
This work employs a multi-layer feed-forward-backward 
propagation network. The input layer contains the seven 
operating parameters that influence energy generation in the 
output layer. Input parameters are processed through a series 
of weighted connections and activation functions in the hidden 
layers to generate the output. The input parameters in this work 
are ambient temperature, cell temperature during daylight, 
horizontal irradiation, inclined irradiation,  wind speed, solar 
declination, and reference yield. Then, the predicted efficiency 

from the ANN model (ηp, ANN) is estimated. Figure 3 illustrates a 
schematic diagram of an ANN structure. 

3.2 Multiple Linear Regression (MLR) Model 

MLR model is a statistical tool used extensively in science and 
engineering to estimate the relationship between multiple 
independent parameters and one dependent parameter 
(Freedman, 2009).  

The formula for the MLR model can be expressed by 
Equation (6): 

ηp, MLR = a0 + a1 X1 + a2 X2 + … + an Xn + ε    (6) 

 

Fig 2. Schematic diagram showing the input variables included in 
this study. Ambient temperature (Ta), cell temperature during 
daylight (Tc), horizontal irradiation (Gh), inclined irradiation (Gi), 
wind speed (WS), and reference yield (Yf). 

 

Table 2  
PV panel specifications. 
 

Specification 

Module Type BYD305P6C-36 

Module Application Class Class A 

Rated Maximum Power (W) 305 

Nominal Operating Cell Temperature 
(°C) 

45°C ± 2 

Weight (kg) 22.4 

Dimension (mm) 1956×992×40 
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ηp, MLR is the predicted PV efficiency using the MLR model as a 
dependent variable, and a0 is the intercept, which is the value of 

ηMLR when all parameters are null. ( a1 , a2 , … an) are the 
regression coefficients of the corresponding investigated 
parameters (X1 , X2 , … Xn), while ε is the error term associated 
with the model (Freedman, 2009). Figure 4 illustrates a 
schematic diagram of a MLR structure.  

3.3 Measures of Uncertainty 

In this study, two measures of uncertainty are employed. Firstly, 
the coefficient of determination, commonly represented as R2, 
measures the strength of the linear relationship between two 
variables. The value of the correlation factor is calculated using 
Equation (7) (Montgomery et al., 2021). 

R2 = 1 - (SSR / SST)     (7) 

SSR is the sum of squared differences between the measured 
and predicted efficiencies from the model. And SST is the sum 
of the squared differences between the measured efficiency and 
the average value for measured efficiency. The value of R2 is 
between 0 and 1, and the relationship between the investigated 
parameters is considered linearly strong when R2 becomes 
closer to unity. 

Secondly, the Mean Absolute Percentage Error (MAPE) is 
a metric commonly used to evaluate the accuracy of a predictive 
model. It is particularly useful in the context of time series 
analysis, where predictions are made for future time points. 
MAPE is calculated by using Equation (8) (Neville, 1978). 

MAPE =
100

𝑛
∑ |

𝜂𝑚−𝜂𝑝

𝜂𝑚
|𝑁

𝑛=1     (8) 

where n is each data point (1, 2, …, N). 

3.4 Data Processing 

The collected data for the study period is inspected for any 
missing, irrelevant, or ambiguous information. This ensures that 
the dataset is clean and will not affect modelling predictions. 
Then, the input dataset is normalized to eliminate any scale 
variance, help obtain fast convergence, ensure numerical 
stability, and allow for generalization for new data. Input 
parameters are normalized to have values between 0 and 1 by 
using Equation (9): 

�́� =  
𝑋− 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥− 𝑋𝑚𝑖𝑛
     (9) 

where X' is the normalized value of the parameter X that has 
minimum and maximum values (Xmin and Xmax) respectively. 

The dataset is then split into two parts to form a sample 
ratio for model training and validation. Different ratios of the 
dataset are incorporated to reveal its influence on model 
predictions, including 1:1, 2:1, and 1:2 for training and 
validation, respectively. Different complexity levels of ANN 
structures are employed to assess their performance and 
relative accuracy. The following primary models are used: 
model 7-2-1, model 7-6-1, model 7-9-1, model 7-4-3-1, and 
model 7-7-5-1. 

4. Results and discussion 

4.1 Input parameters variation. 

The seven parameters that may be attributed to energy 
production from the PV system in the Anwaralardh project are 
monitored. The variation of some of these parameters 
throughout the year 2021 is shown in Figure 5. Typical 
behaviour is noted for most parameters. Meteorological 
parameters such as ambient temperature and wind speed 
profoundly affect PV cell performance. Ambient temperature is 
higher in summer (June, July, and August) than in winter 
(December, January, and February). Wind speed is faster in 
winter than in summer, as illustrated in Figure 5 (a) and (b). 
Module temperature is critical as it affects the PV performance. 
It is well known that increasing cell temperature reduces PV 
efficiency. Module temperature follows a similar trend to 
ambient temperature, with the curve being shifted up, indicating 
greater temperature values, as illustrated in Figure 5(a).  

The daily horizontal inclined and accumulated inclined 
irradiance are considered the main parameters responsible for 
energy production from PV systems. They are seasonally 
dependent, where changes in sunlight intensity and the effects 
of the sun-tracking system that will adjust the angle of solar cells 
are conditional, with higher values on hot sunny days and lower 
magnitudes on colder cloudy days, as indicated in Figure 5(c) 
and (d). They experience fluctuations and outliers, mainly due 
to clouds and dust affecting solar energy generation. The 
observed variations in the seven parameters influencing energy 
production from the Anwaralardh PV system in 2021 offer 
valuable insights for practical implications. Remarkably, the 
meteorological factors of ambient temperature and wind speed 
exhibit seasonal patterns, with higher temperatures during 
summer and increased wind speed in winter. These trends 
highlight the significance of considering seasonal variations in 
optimizing PV cell performance. Moreover, the critical impact 
of module temperature on PV efficiency is evident, with higher 
temperatures leading to reduced efficiency. This emphasizes 

 

Fig 3. Schematic diagram of an ANN structure (Bre et al., 2018). 

 

 

Fig 4. Schematic diagram of MLR structure (Choden et al. 2022 
with modifications). 
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the need for effective temperature management strategies in PV 
system design and operation. 

4.2 Optimum ANN Model and Sample Ratio 

The training and validation results for the different ANN 
architectures are presented in Table 3. The performance of ANN 
models is acceptable based on the calculated coefficient of 
determination and MAPE. Dataset division into training and 
validation portions according to different sample ratios shows 
interesting results. When using higher data portions in the 
training phase (sample ratio 2:1), the highest R2 is observed for 
ANN 7-6-1, with relatively acceptable MAPE. However, the 
accuracy of the estimates deteriorated slightly with less values 
of R2 and greater Mean Absolute Percentage Error (MAPE) in 
the validation phase. On the contrary, using fewer training data 
portions (sample ratio 1:2) gives higher values of R2 and the 
lowest values of MAPE in the training phase. However, the 
models decline in the validation phase, indicating that the 
models are overfitted in the training stage and are not 
adequately generalized to unseen data. However, a sample ratio 
of 1:1 gives a better overall performance with higher accuracy 

and higher values of R2 in the training and validation, with 
relatively lower MAPE for most model variations. 

In terms of ANN structure suitability to predict the 
efficiency of the PV system, the reported results indicate that 
simpler models are better at predicting the investigated system. 
The 7-6-1 and 7-9-1 models show the best generalization for 
new data, with high R2 values and relatively low MAPE for 
training and validation data. 

However, models such as 7-4-3-1 and 7-7-5-1, with two 
hidden layers and more computing time, have not presented 
any improvement despite their complexity. 

Dataset division according to sample ratio 1:1 gives better 
accuracy in terms of R2 and MAPE. Among the tested ANN 
architectures, model 7-6-1 well predicts the monitored 
parameter. The testing and validation R2 are 0.96 and 0.94, 
respectively. Accordingly, MAPE has relatively good results of 
0.59 and 1.27 for testing and validation, respectively. So, it is 
adopted here to predict PV solar system performance. 

The practical implication of the results is identifying an 
optimal ANN model and sample ratio for predicting the 
efficiency of the PV solar system. The results indicate that a 
sample ratio of 1:1 provides superior accuracy, achieving higher 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig 5. Variation of the input parameters. (a) ambient and cell temperatures, (b) wind speed, (c) horizontal and inclined irradiations, and 
(d) accumulated inclined irradiation. 

 

Table 3  
The training and validation results for the different ANN architectures with different sample ratios. 

ANN 
structure 

Sample ratio 1:1 Sample ratio 2:1 Sample ratio 1:2 

Training Validation Training Validation Training Validation 

R2 
MAPE 

(%) 
R2 

MAPE 
(%) 

R2 
MAPE 

(%) 
R2 

MAPE 
(%) 

R2 
MAPE 

(%) 
R2 

MAPE 
(%) 

7-2-1 0.8850 1.01 0.8800 1.34 0.8794 1.15 0.9050 1.14 0.9470 0.77 0.8400 1.30 
7-6-1 0.9585 0.59 0.9370 1.27 0.9354 0.89 0.8917 1.33 0.9610 0.35 0.8620 1.30 
7-9-1 0.9407 0.71 0.9300 1.24 0.9340 0.99 0.8949 1.40 0.9690 0.30 0.8900 1.30 
7-4-3-1 0.9038 0.88 0.8960 1.28 0.9090 1.03 0.8928 1.23 0.9490 0.38 0.8530 1.31 
7-7-5-1 0.9190 0.81 0.9100 1.25 0.9200 0.93 0.9107 1.17 0.9530 0.36 0.8520 1.32 
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coefficient of determination values and lower MAPE for most 
model variations. The 7-6-1 ANN architecture is the most 
effective in predicting the monitored parameter, demonstrating 
high generalization for new data with R2 values of 0.96 and 0.94 
for testing and validation, respectively. Simplicity in ANN 
structure proves advantageous, as more complex models do not 
improve performance despite increased computational time. 
The practical recommendation is to use the 7-6-1 ANN model, 
especially with a 1:1 sample ratio, for accurate PV solar system 
performance predictions. It is an effective tool for accurately 
predicting the performance of PV solar systems. 

Comparing the performance of the 7-6-1 ANN model with 
the literature also highlights its improvement in predicting 
power generation in terms of better MAPE. The power output 
of a PV system in Ashland was projected by using an ANN 
model with a network structure of 28-20-11. The average MAPE 
error was 7.16% across four predicting days (Kumar and 
Kalavathi, 2018). Nitisanon and Hoonchareon (2017) proposed 
models using ANNs to predict the output power of solar cells, 
and the value of MAPE was 5.85%. Whereas Altan et al. (2021) 
used ANN to predict PV power using three different models, the 
results show that the ANN models have higher accuracy with 
MAPE = 1.95%. Rumbayan et al. (2012) reported 3.4 % MAPE 
when using ANN with 9 meteorological input parameters to 
model global solar radiation in Indonesia. Rao et al. (2022) 
reported 1.888 % MAPE when using the ANN model. This 
concludes that the 7-6-1 ANN model used in this study 
outperforms the other models in terms of power generation 
prediction. 

4.3 MLR results 

The Multiple Linear Regression (MLR) model is also used to 
predict the PV solar system performance. Table 4 summarizes 
the regression statistics. Based on these findings, the MLR 
model can be defined according to Equation (10):  

ηp, MLR = 0.1262 + 0.0924 Yf  + 0.0018 δ – 0.0007 WS – 0.0042 
Ta – 0.0027 Tc + 0.013 Gh – 0.0027 Gi                        (10) 

The predictions of PV efficiency using the MLR model are quite 
well throughout the study period. The model is statistically 
significant at a 5% level as the P value of the F-test is far below 
0.05. The descriptive statistics from the regression output 
revealed that the (R2) and the adjusted coefficient of 
determination are about 0.94 each, with an estimated standard 
error of about 0.17% for all observations conducted in 2021. 
Thus, the MLR model provides accurate and precise results, 
encouraging its use in predicting PV solar efficiency. 
Statistically, it is observed that all predictors are significant 
according to the probability value of the t-test with less 
dependence on the declination angle and wind speed. The 
robust performance of the MLR model in predicting PV solar 
system efficiency, as evidenced by the comprehensive 
regression statistics, carries significant practical implications for 
decision-makers and researchers. The MLR model provides a 
dependable tool for predicting PV efficiency, enabling informed 
decisions on system optimization and resource allocation. This 
reliability is crucial for maximizing energy production and 
ensuring optimal system performance. The statistical 
significance of all predictors, with reduced dependence on 
declination angle and wind speed, enhances the model's 
applicability across varying environmental conditions. Besides, 
these results offer a valuable foundation for researchers to 
explore and refine predictive models. Understanding the 
model's strengths and ability to perform well across diverse 
conditions will guide future research in identifying variables 
critical to predictive accuracy. It also suggests opportunities for 
developing more models considering specific environmental 
factors and system dynamics, contributing to ongoing 
advancements in predictive solar energy modelling. 

Table 4  
Output data from multiple linear regression model using ANOVA for predicting PV system efficiency. 

Multiple R R Square Adjusted R Square Standard Error   
  

0.9665 0.9342 0.9329 0.0017    

F- test       

Source df SS MS F Significance F  

Regression 7 0.0152 0.0022 

722.04311 4.8561E-206 

 

Residual 356 0.0011 3.00E-06  

Total 363 0.0162   

t – test 

 Coefficients Standard Error t Stat P-value Lower 95% Upper 95% 

Intercept 0.1262 0.0005 253.9767 0 0.1252 0.1272 

Yf 0.0924 0.0032 29.0674 5.0905E-96 0.0861 0.0986 

δ 0.0018 0.0011 1.5813 0.114688939 -0.0004 0.0041 

WS -0.0007 0.0006 -1.1848 0.236872952 -0.0018 0.0004 

Ta -0.0042 0.0010 -4.1846 3.60237E-05 -0.0062 -0.0022 

Tc -0.0027 0.0013 -2.0496 0.041135346 -0.0053 -0.0001 

Gh 0.0130 0.0035 3.6853 0.000264018 0.0061 0.0199 

Gi -0.1172 0.0044 -26.7923 2.31477E-87 -0.1258 -0.1086 
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4.4 Predicting Energy Generation Using ANN and MLR Models 

The energy generation from the solar PV system per day is 
estimated using ANN and MLR models. Figure 6 shows the 
actual energy production per day. Energy production varies 
from 12.41 to 95 MWh. Apparently, the produced energy 
follows a seasonal pattern, with higher values in the summer 
months and lower values in the winter months. Also, the figure 
illustrates the predicted energy production using ANN and MLR 
predictions. The predictions are close to the actual values (E_a). 
Interestingly, both models succeeded in predicting the 
magnitude of energy produced. They managed to cope with the 
outliers' dynamics of the system with reasonable accuracy. The 
success of these models in approximating the magnitude of 
energy produced is particularly noteworthy. Even in fluctuating 
conditions and unpredictable variations, the ANN and MLR 
models accurately predict daily energy production from the 
solar PV system. This emphasizes the reliability of these models 
and their practical utility in real-world scenarios where energy 
generation patterns are inherently complex and variable. 

The correlation between the actual and predicted monthly 
output energy (Equation 2) during the investigated period is 
shown in Table 5. The generated energy from the project varied 
seasonally. It increased in the summer months and decreased 
in the winter months. The maximum output energy of 2658 
MWh was recorded in June, while the minimum was 1124 MWh 
in December. Both models were able to predict the monthly 
energy production with a relative absolute percentage error (ep) 
less than 1%. The mean ep for predictions from ANN and MLR 
models are 0.58 and 0.48%, respectively. The annual generated 
energy reached about 24.4 GWh with model predictions 
deviations less than 0.6%. The efficiency of the solar PV system 
over the year is shown in Figure 7. Generally, the mean 
efficiency throughout the year was about 11.7%, ranging 
between 9 and 14%. The PV system typically performs better at 
lower temperatures with greater efficiencies due to the 
temperature coefficient of PV cells. The two models perform 
well in predicting PV system efficiency throughout the year with 
reasonable accuracy. 

 

Fig 6. The energy production for actual (E_a) and prediction (E_ANN & E_MLR) data per day for one year. 

 

Table 5  
The correlation between the actual and predicted monthly output energy in 2021. 

Month 
Monthly output energy (MWh)  

Relative absolute percentage 
error (%) 

Actual ANN prediction MLR prediction ANN MLR 

January 1453 1457 1445 0.31 0.55 
February 1512 1518 1514 0.44 0.15 
March 2197 2208 2207 0.52 0.44 
April 2359 2382 2379 0.97 0.82 
May 2555 2572 2554 0.70 0.03 
June 2658 2678 2638 0.74 0.73 
July 2654 2670 2643 0.61 0.41 
August 2417 2428 2411 0.45 0.25 
September 2167 2176 2175 0.41 0.39 
October 1801 1813 1814 0.68 0.73 
November 1504 1516 1509 0.76 0.33 
December 1124 1120 1113 0.36 0.96 

Annual production 
(MWh) 

24399 24538 24401 0.57 0.01 
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Estimating daily energy generation from the solar PV 
system using both ANN and MLR models offers several 
advantages. The models demonstrate a high level of accuracy, 
as evidenced by their ability to predict the magnitude of energy 
produced in proximity to actual values. This accuracy is crucial 
for decision-makers in the solar energy sector, providing 
reliable insights into daily energy generation patterns. The 
capability of both ANN and MLR models to capture and adapt 
to the seasonal pattern in energy production, with higher values 
in summer and lower values in winter, is advantageous. This 
ability allows a better understanding of the system's behaviour 
under varying environmental conditions, enabling better 
resource planning and operational adjustments. Besides, the 
models' success in coping with the dynamics of outliers within 
the system enhances their robustness. This adaptability is 
particularly valuable in scenarios where unexpected variations 
can occur, ensuring that the predictions remain reliable even in 
fluctuating conditions. The advantages of employing ANN and 
MLR models for estimating daily energy generation include high 
accuracy in predicting energy magnitude, the ability to capture 
seasonal patterns, robustness in handling outliers, collectively 
contributing to informed decision-making, and enhanced 
operational efficiency in solar PV systems. 

5. Conclusion 

This study contributed to successfully predicting the 
performance of the solar PV system in arid and semi-arid 
regions using ANN and MLR models. The relatively acceptable 
values of coefficients of determinations for ANN (in both 
training and validation) and MLR indicate their suitability in 
predicting the energy produced by the system. The mean 
absolute percentage error was adequate for both models. These 
are reflected in the close comparison between the actual energy 
produced and predicted by the two models. Applying a 1:1 
sample ratio with the 7-6-1 ANN architecture made impressive 
R2 values of 0.96 and 0.94 for testing and validation, 
accompanied by low MAPE. The MLR model demonstrated 
statistical significance at a 5% level with an R2 of 0.9342. These 
results helped highlight the importance of considering 
environmental factors such as temperature and radiation to 
predict the efficiency of solar cells. Key energy quantities such 
as energy production and system efficiency are predicted with 
high precision. Therefore, both models adequately predict 

average daily, monthly, and yearly energy production from PV 
systems in arid and semiarid climates with minimum relative 
absolute percentage errors of 0.57% (ANN) and 0.01% (MLR). 
The outcomes affirm the adequacy and reliability of the ANN 
and MLR models, providing valuable insights and 
understanding for optimizing solar PV systems in challenging 
environmental conditions, particularly in desert climates. This 
contributes to pursuing affordable and clean energy, aligning 
with Sustainable Development Goal 7 (SDG 7). Future work 
should aim to explore real-time applications, optimize model 
architectures, and broaden the geographical scope to contribute 
to the continual improvement of solar PV system performance 
predictions using the ANN and MLR models.  
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